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Corticothalamic dynamics are investigated using a model in which spatial nonuniformities are incorporated
via the coupling of spatial eigenmodes. Comparison of spectra generated using the nonuniform analysis with
those generated using a uniform one demonstrates that, for most frequencies, local activity is only weakly
dependent on activity elsewhere in the cortex; however, dispersion of low-wave-number activity ensures that
distant dynamics influence local dynamics at low frequencies(below approximately 2 Hz), and at the alpha
frequency(approximately 10 Hz), where propagating signals are inherently weakly damped, and wavelengths
are large. When certain model parameters have similar spatial profiles, as is expected from physiology, the
low-frequency discrepancies tend to cancel, and the uniform analysis with local parameter values is an ad-
equate approximation to the full nonuniform one across the whole spectrum, at least for large-scale nonuni-
formities. After comparing the uniform and nonuniform analyses, we consider one possible application of the
nonuniform analysis: studying the phenomenon of occipital alpha dominance, whereby the alpha frequency and
power are greater at the back of the head(occipitally) than at the front. In order to infer realistic nonunifor-
mities in the model parameters, the uniform version of the model is first fitted to data recorded from 98 normal
subjects in a waking, eyes-closed state. This yields a set of parameters at each of five electrode sites along the
midline. The inferred parameter nonuniformities are consistent with anatomical and physiological constraints.
Introducing these spatial profiles into the full nonuniform model then quantitatively reproduces observed
site-dependent variations in the alpha power and frequency. The results confirm that the frequency shift is
mainly due to a decrease in the corticothalamic propagation delay, but indicate that the delay nonuniformity
cannot account for the observed occipital increase in alpha power; the occipital alpha dominance is due to
decreased cortical gains and increased thalamic gains in occipital regions compared to frontal ones.
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I. INTRODUCTION

In the present work we compare uniform and nonuniform
analyses of electroencephalgraphic(EEG) activity. Fre-
quency EEG spectra are known to differ significantly across
the head[1,2], indicating that the underlying physiological
parameters may be inherently dependent on position. How-
ever, work using a spatially uniform version of the model has
been successful in predicting the form of individual EEG
spectra, including the spectral peaks such as the alpha
rhythm [3]. The model predicts that the alpha rhythm is gen-
erated in feedback loops between the cortex and the thala-
mus, and that changes in the relative strengths of these loops
are largely responsible for determining the reactivity of the
alpha rhythm; for example, its diminished amplitude upon
eye opening, or drowsiness[3]. Indeed, a key advantage of
the model is its ability to unify large-scale cortical activity of
many different types into a single framework. For example,
the model has predicted trends seen in various states of
arousal [3], certain seizure onsets and dynamics[4], and
evoked response potentials[5]. In the spatial domain, it has
successfully addressed coherence and correlations[6], as
well as unifying wave-number spectra recorded from the
scalp [7], the cortex[8], and as evoked response potentials
[9].

This model has been recently generalized to incorporate
spatial nonuniformities in the parameters, so that site-

dependent variations in EEG spectra can be investigated
[10]. It was shown that mode splitting due to a spatial non-
uniformity in the corticothalamic loop delay could explain
the phenomenon of split alpha peaks, observed in a signifi-
cant percentage of individuals; that is, the corticothalamic
loop delay varies spatially across the head. This is distinct
from previously postulated explanations for split alpha, such
as numerous spatially discrete pacemakers[11,12], or purely
cortical spatial eigenmodes[12].

In the present work, we compare the predictions of our
spatially uniform and nonuniform models. In Sec. II A we
outline the nonuniform version of the model in which the
parameters can vary across the brain, and the ensuing spec-
trum is calculated from the resulting coupled spatial eigen-
modes. In this formalism, a localized parameter variation can
affect the spectrum at distant sites on the cortex. The present
work has three main aims, the first of which is to determine
the extent to which spatial nonuniformities in cortical param-
eters affect the locally measured activity. The uniform model
assumes that activity at each electrode can be approximated
as being independent of activity at other electrodes: the va-
lidity of this approximation is tested in Sec. III by comparing
the local effective value(LEV) and nonuniform models for
various spatial profiles of the parameters. In this way, we can
determine the circumstances in which the fully nonuniform
version must be used to adequately model the brain dynam-
ics, and for which cases the uniform model is sufficient.
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The second aim is to estimate likely spatial profiles for the
model parameters along the midline, from the front to the
back of the head. We explore the front-to-back variations
only, because these are thought to be greater than the rela-
tively symmetrical left-to-right variations[1], and suffice to
establish the main effects. The present study thus analyzes
one-dimensional nonuniformities in a two-dimensional cor-
tex; a more complete analysis incorporating two-dimensional
parameter nonuniformities will be the subject of future work.
Likely parameter variations in one dimension are explored in
Sec. IV, in which a Levenberg-Marquardt nonlinear least
squares optimization routine is used to fit the uniform ver-
sion of the model to spectral data recorded from 98 normal
subjects. This inverse modeling is performed for each subject
at five midline electrode sites to ascertain likely front-to-
back variations in the model parameters.

The third aim of this work is to implement the nonuni-
form model to study one possible application: the phenom-
enon of occipital dominance of the alpha rhythm. This is
addressed in Sec. V, by applying the inferred parameter non-
uniformities from the inverse modeling to the nonuniform
mode-coupling model. The alpha rhythm has a frequency of
approximately 10 Hz and is prevalent in relaxed, awake sub-
jects with closed eyes. It has largest amplitude at the very
back of the head, in occipital regions and, to a lesser extent,
the surrounding parietal and posterior temporal regions[1].
There is some debate as to whether similar rhythms towards
the front of the head can be classified as alpha, since they are
usually of lower amplitudeand have slightly different fre-
quency (usually 0.5–1.0 Hz lower) than the dominant oc-
cipital rhythm [1].

Some studies have correlated occipital alpha dominance
with cortical and subcortical activity by using electroen-
cephalography(EEG) in conjunction with positron emission
tomography(PET) [13–15], and functional magnetic reso-
nance imaging(fMRI ) [16]. The results of the correlative
studies are somewhat contradictory, with authors variously
reporting that alpha dominance is correlated with either in-
creased[15,16] or decreased[13,14] thalamic activity. In the
present work, we address these contradictions using our spa-
tially nonuniform model. The use of a physiologically based
model to elucidate the mechanism responsible for occipital
alpha dominance removes the limitations of correlative stud-
ies, such as the above, which are unable to distinguish be-
tween causally and noncausally correlated phenomena[16].
The model is thus able to provide direct insight into the
physiological and anatomical generatorsof the alpha rhythm.

II. MODELS

We draw the reader’s attention to three distinct versions of
the model used in this paper, each of which incorporates a
different level of spatial nonuniformity in the parameters.
The three models can be understood by referring to Fig. 1,
which shows the variation of an arbitrary parameter across
the head, where we place the front of the head atd=0 m.
The solid line in Fig. 1 represents the actual variation of the
parameter; this was chosen arbitrarily for Fig. 1, and is for
illustrative purposes only. The first version of the model is

represented by the dotted line in Fig. 1. It is uniform, and
does not allow for spatial variations in the model parameters
under any circumstances. The parameters are set to their glo-
bal mean values, and never vary from these. We shall hence-
forth refer to this version as the global uniform model. For
the example in Fig. 1, this global model would give a good
approximation to the power spectrum near the middle of the
headsd=0.2 md, and worse approximations elsewhere.

The second version of the model is represented by the
dashed lines in Fig. 1. This model is also uniform for any
given situation, and does not allow for spatial variations in
the model parameters. In this case, however, the uniform
values of the parameters are chosen according to the location
of interest on the head, in order to best match the actual local
spectrum to the set of possible uniform-parameter ones. For
example, when investigating activity at the front of the head,
a different set of uniform parameters will be used than when
investigating activity at the back. Thus this version uses the
best uniform set of parameters for each location on the head.
Examples of two different sets of uniform values are repre-
sented by the two dashed lines in Fig. 1, which represent the
“best” effective uniform values atd=0.1 m and atd=0.4 m,
respectively. Note that the best effective value at a given
point is not necessarily the same as the actual value of the
parameter at that point, since the spectrum is influenced by
surrounding regions via wave dispersion. In general, the ef-
fective local value is displaced towards the mean value com-
pared to the actual local value. We shall henceforth refer to
this model as the local effective value(LEV) model. This
model gives a good approximation to the power spectrum at
a given point on the head, and worse approximations else-
where.

The third version of the model used in this paper is fully
nonuniform, and allows for spatial nonuniformities in the
model parameters; it is shown by the solid line in Fig. 1,

FIG. 1. Schematic comparison of approximations to parameter
variations in the three versions of the model used in the paper. The
nonuniformity of an arbitrary parameter is shown as a function of
position on the head. The solid line shows the actual nonuniformity
in the parameter, as well as the values it would take using the
nonuniform model. The dotted line shows the value the parameter
would take using the global uniform model; it is the average value
over the head. The dashed lines show the value the parameter would
take using the local effective value(LEV) model; the values are
shown for two different positions on the head, atd=0.1 m and at
d=0.4 m. Note that the effective value at a given point on the head
is generally not the same as the actual value at that point; it is
displaced towards the global mean value.

S. C. O’CONNOR AND P. A. ROBINSON PHYSICAL REVIEW E70, 011911(2004)

011911-2



which also represents the actual nonuniformity of the param-
eter in this case. We shall refer to this as the nonuniform
model. This version of the model gives a good approxima-
tion to the power spectrum everywhere on the head simulta-
neously.

The first two versions of the model, both of which are
essentially spatially uniform, have been used extensively to
explore numerous phenomena, as mentioned in Sec. I. These
are both analytically tractable and computationally light. The
third, fully nonuniform, version, is more general than the
earlier versions, at the cost of increased computational re-
quirements and loss of analytical tractability in most cases.
One aim of the present work is to determine under which
circumstances the uniform LEV model is sufficient to accu-
rately describe the dynamics, and in which cases the analyti-
cally intractable nonuniform model must be used.

A. Nonuniform model

In this section we summarize the nonuniform corticotha-
lamic model, which has been recently generalized to incor-
porate spatial nonuniformities via coupling of eigenmodes.
The full details and justification of the model can be found
elsewhere[10]. We review the full two-dimensional(2D)
model, in which the cortex is modeled as a thin, continuous,
bounded sheet. Precise boundary conditions prove not to be
very important in determining activity in this model
[6,17,18], so the detailed geometry of cortical convolutions
is ignored. The corticothalamic connectivity assumed in the
model is shown in Fig. 2, incorporating the relay nucleis,
which relay subthalamic inputfn to the cortex, and feed
cortical signals back to the cortex; the thalamic reticular
nucleusr, which inhibits the relay nuclei; and the cortex,
which contains both excitatorye and inhibitory i neurons,
receives projections from the relay nuclei, projects to both

the reticular and relay nuclei, and is densely connected to
itself.

The continuum treatment of the cortex implies that the
firing rate of signals emitted by single excitatory or inhibi-
tory neurons, which depend on their individual cell body
potentials, are averaged to give mean values of the outgoing
pulse fieldfasr ,td, wherea=e, i. The mean rate of genera-
tion of neuronal pulse density depends on the mean local
cell-body potential via a smooth sigmoidal function that in-
creases from 0 to its maximum value as the potential in-
creases from −̀ to `. We approximate the sigmoidal func-
tion here by a linear function on the assumption that
deviations from the steady state are small at large scales in
normal, nonseizure states. This approximation has been
found to yield excellent agreement with observed frequency
spectra and other phenomena, as mentioned in Sec. I.

The local mean cell body potential of neurons of typea in
the cortex is a function of inputs from other cortical neurons,
and from excitatory subcortical neurons. Incoming activity is
received in the dendritic tree and filtered as it spreads along
thedendrites to the cell body. The quantityLab is a dendritic
low-pass filter function which accounts for the temporal de-
lay and smearing of an incoming signal from a neuron of
type b=e, i ,s as it travels along the dendritic tree to the cell
body of a neuron of typea=e, i. It can be written[19]

Labsr ,vd =
1

f1 − iv/asr dgf1 − iv/bsr dg
, s1d

whereb and a are the inverse rise and decay times of the
dendritic potential, respectively.

Outgoing pulses from each neuron propagate along its
axonal tree at a velocityvsr d<10 m s−1. This propagation
can be described by damped wave equations for the fieldsfa
[19]. After Fourier transforming in time, one finds, in terms
of the incident signals,

Dasr ,vdfasr ,vd = o
b

Jabsr ,vdfbsr ,vd, s2d

where

Dasr ,vd = f1 − iv/gasr dg2 − ra
2¹2; s3d

Jabsr ,vd = Labsr ,vdGabsr deivtabsr d; s4d

gasr d=vsr d / ra is a measure of the damping;ra is the mean
range of axonsa; the gainGab represents the scaled response
strength in neuronsa due to a unit signal incident from neu-
rons of typeb; andtab represents a pure delay—as in signal
transmission between the cortex and the thalamus, for
example—and appears as an exponent due to the temporal
Fourier transform Using Eq.(2) and the connectivities shown
in Fig. 2, the wave equation for excitatory cortical neurons
follows as

Desr ,vdfesr ,vd = Jeesr ,vdfesr ,vd + Jeisr ,vdfisr ,vd

+ Jessr ,vdfssr ,vd. s5d

The analogous equations for cortical inhibitory, specific re-
lay, and reticular neurons can also be deduced from Eq.(2),
and the quantitiesfi ,fs, andfr can be eliminated to give the

FIG. 2. Diagram of corticothalamic connections showing the
cortex, reticular nucleus, and relay nuclei. The cortex is extensively
connected to itself, and also projects to and receives projections
from the thalamus. There are two loops through the thalamus: a
direct loop passing only through the relay nuclei, and an indirect
loop which also passes through the reticular nucleus. There is also
an intrathalamic loop. Corticothalamic gains are indicated on the
diagram.

SPATIALLY UNIFORM AND NONUNIFORM ANALYSES… PHYSICAL REVIEW E 70, 011911(2004)

011911-3



transfer function of a stimulusfn to fe [10],

„f1 − Jsrsr ,vdJrssr ,vdghf1 − Jeisr ,vdgDesr ,vd − Jeesr ,vdj

− Jessr ,vdfJsesr ,vd + Jsrsr ,vdJresr ,vdg…fesr ,vd

= Jessr ,vdJsnsr ,vdfnsr ,vd, s6d

of which the uniform case previously derived is a special
case.

Measured large-scale cortical potentials are proportional
to the mean cellular membrane currents, which are in turn
proportional to the firing ratesfe,i. Cortical excitatory neu-
rons generate most of the measurable potential on the scalp,
because they are larger than inhibitory neurons and better
aligned to generate observable signals[8,12]. In the present
work, we ignore the effects of skull volume conduction,
which are significant only for wave numbersk*15 m−1

[7,20], and (via the dispersion relation) are significant only
for correspondingly high frequenciess*25 Hzd. At the alpha
frequency, which is the primary interest of the present work,
the power is little affected by the short-scale wave number
filtering through the skull, and we are justified in ignoring
skull conduction. Thus, in the absence of skull volume con-
duction, the power spectrum on the head is given by the
squared modulus of the signalfe, to within a constant of
proportionality.

B. Coupled mode equations

The multiple position-dependent parameters in Eq.(6) can
be treated via coupled mode equations. We note that Eq.(6)
is of the general form

Asr ,vdfesr ,vd = Bsr ,vdfnsr ,vd. s7d

Activity in this model is relatively insensitive to precise
boundary conditions[6,17,18], so we investigate a simple
cortical geometry in the first instance. Taking the Fourier
transform in space, and applying rectangular periodic bound-
ary conditions on a cortex of sizelx3 ly, this becomes a
discrete convolution

o
K

Ask − K ,vdfesK ,vd = o
K

Bsk − K ,vdfnsK ,vd, s8d

where k and K range over the valueskmj,K mj
=s2pm/ lx,2p j / lyd, andm and j are integers.

In previous work, the nonuniformity of a single parameter
t0sr d=2tessr d=2tsesr d=2tresr d, which is the corticothalamic
loop propagation delay, was addressed to investigate the phe-
nomenon of alpha splitting[10]. Here, we vary multiple pa-
rameters simultaneously, and the analysis is not analytically
tractable. We instead define the spatial variation of each pa-
rameter in the real domain separately. Nonuniformities of
any functional form can be used, although the sinusoids
which are the Fourier components of Eq.(8) are the natural
choice in the present formalism. We then combine the spatial
variations numerically in the real domain to calculate the
functionsA andB in Eq. (7). Care must be taken when han-
dling the term¹2 since this cannot be transformed numeri-
cally. Instead, it must be isolated before Fourier transform-
ing. Using Eq.(6) gives

Asr ,vd =
s1 − iv/ged2

re
2 − ¹2 −

Jees1 − JsrJrsdsJse+ JsrJred
re

2s1 − Jeids1 − JsrJrsd
,

s9d

Bsr ,vd =
JesJsn

re
2s1 − Jeids1 − JsrJrsd

. s10d

The analytical Fourier transformk2 of −¹2 can then be added
to the numerical transform of the remaining terms in Eq.(9),
to produce the Fourier transform ofA. The Fourier transform
of B can be obtained numerically from Eq.(10). Thus we
produce an equation of the form(8), which can be written as
a matrix equationAFe=BFn, or Fe=A−1BFn=MFn,
where the size of each matrix depends on the number of
modes Mmax retained after truncation[in one dimension,A
and B are s2Mmax+1d3 s2Mmax+1d matrices andFe is a
s2Mmax+1d31 column matrix] [10]. Note thatA and B in
Eq. (8) represent mode coupling between spatial nonunifor-
mities; their diagonals represent coupling between same-
order modes, and thus represent uniform activity. The term
−¹2 derives from the wave equation and is present regardless
of the nonuniformities; its transformk2 should thus only be
added to the terms in Eq.(8) which govern spatially uniform
activity. In the above formalism, these terms appear along
the diagonal of the numerically transformed matrixA.

We have shown previously[10] that the power spectrum
at a givenr is given by

Psr ,vd = ufnsvd2uo
m,n

expfiskm − knd · r gsMM †dmn, s11d

for spatially white noise, wherem and n label matrix ele-
ments. By averaging Eq.(11) over position, the mean power
can be written

Psvd = ufnsvd2uTr sMM †d, s12d

wherefn is independent ofv if the noise is also temporally
white. In the present work, we restrict the nonuniformities to
one dimension, since the most marked variations in alpha
properties are from the front to the back of the head[1].

C. Stability

In this section we give a brief overview of stability in the
model as it pertains to the present work. In previous work
using the uniform model(i.e., with spatially uniform param-
eters) to analyze normal arousal states and epileptic seizures,
we found that instability boundaries in parameter space ap-
proximately occur where[21]

0 = s1 − iv/ged2 − x −
ys1 − Gsrsd
1 − GsrsL

2 eivt0, s13d

x = Gee/s1 − Geid, s14d

y =
Gese+ Gesre

s1 − Gsrsds1 − Geid
, s15d

is satisfied, where for brevity we have writtenGsrGrs asGsrs;
GesGse asGese; and,GesGsrGre asGesre. The quantitiesx and
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y relate to cortical and corticothalamic activity, respectively,
and

z= − Gsrsab/sa + bd2 s16d

parametrizes intrathalamic activity; thus the system can be
approximately parametrized in a reduced three-dimensional
sxyzd space. The stability zone inxyz space defined by Eq.
(13) is shown in Fig. 3. The alpha instability boundary is
indicated on the upper right of the figure. Proximity to this
boundary manifests itself in the spectrum as increased activ-
ity at the alpha frequency, since cortical activity approaches
instability and hence the maximum firing rates typical of
seizures. Indeed, if the boundary is crossed, the brain goes
into a limit cycle near 10 Hz, which is possibly correlated to
a seizure, via an instability of the alpha peak[21]. Also
shown is the slow-wave boundary(the front unshaded sur-
face), through which the brain passes into slow-wave
s,1 Hzd instability. This boundary follows the planex+y
=1 [21], or

Gee+ Gei +
Gese+ Gesre

1 − Gsrs
= 1. s17d

The spindle and theta boundaries are also indicated in Fig. 3,
through which the brain passes into spindles<15 Hzd, and
<3 Hz spike-and-wave theta instabilities, respectively[21].
More generally, proximity to any instability boundary mani-
fests itself as increased activity at the corresponding fre-
quency.

The normal states of arousal lie within the stability zone
in Fig. 3; the approximate locations of waking eyes closed
(EC), waking eyes open(EO), and normal sleep(NS) are
indicated in the zone. These approximate locations have been
inferred by examination of typical spectra, extensive investi-

gation of the model, and comparisons with data from a wide
variety of experiments. For a thorough discussion of the
model parameters see Robinsonet al. [20].

Note that the eyes-closed state lies closer to both the
slow-wave and alpha instability boundaries than does the
eyes-open state. In accordance with the above discussion, the
eyes-closed state hence has larger peaks at low and alpha
frequencies than the eyes-open state; i.e., it has more salient
features than the eyes-open spectrum because of its relatively
marginal stability. The stability of these states is discussed
further in Sec. VI in light of the results of Sec. V.

III. PARAMETER NONUNIFORMITIES

In this section, we identify the effects on the power spec-
trum of introducing spatial nonuniformities into the model
parameters; this initial investigation is exploratory, and will
determine which parameters strongly affect the spectrum,
and how. This will help us identify any parameters which
need to be modeled by the full nonuniform model, and which
frequencies are most strongly affected by nonuniformities,
and hence need the full nonuniform model to be accurately
studied. Actual nonuniformities in the brain are deduced in
Sec. IV. We also compare the spectra generated by uniform
and nonuniform parameter topographies, in order to deter-
mine the extent to which spatial nonuniformities in param-
eters affect the locally measured activity. That is, we exam-
ine the dependence of local spectra on activity elsewhere.
This will determine the validity or otherwise of using the
local effective value(LEV) model to infer precise spatial
parameter variations.

We first illustrate a common reference map of the brain,
shown in Fig. 4, on which several brain regions and common
electrode sites are indicated. In the following, we uselx

FIG. 3. Stability zone inxyz space. The surface is shaded ac-
cording to instability type: the transparent front right face corre-
sponds to a zero-frequency instability; the top right face corre-
sponds to alpha-frequencys<10 Hzd instability; the top central
surface corresponds to a spindle-frequencys<15 Hzd instability;
and the top left face corresponds to a theta-frequencys<3 Hzd in-
stability. Approximate locations are shown of eyes-open(EO), eyes-
closed(EC), and normal sleep(NS), with each state located at the
top of its bar.

FIG. 4. Map of the head indicating some standard electrode
sites. Some brain regions are also indicated: prefrontalsFpd, frontal
(F), central(C), posterior(P), temporal(T), and occipital(O).
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=0.8 m, the approximate circumference of the brain, which
was determined by scaling the head circumference to account
for cortical convolutions[22]. We take the front of the head
to correspond tod=0 m, and the back tod=0.4 m. From
Fig. 4 we see that this putsd=0 m in the prefrontal region,
d=0.2 m in the central region, andd=0.4 m in the occipital
region, where alpha power typically dominates[1].

A. Spectral effects

A nonuniformity is introduced into each model parameter
separately to determine the way in which such nonuniformi-
ties affect the power spectrum at different locations across
the head. In this subsection, we use the fully nonuniform
model. We model the nonuniformity in a given parameter as
a sinusoid; this is the natural choice, since it is the first Fou-
rier component. In this exploratory investigation, the phase
of the sinusoid is chosen arbitrarily. The nonuniformities in-
troduced here are not intended to reflect actual nonuniformi-
ties in the brain; realistic nonuniformities are deduced in Sec.
IV. We shall henceforth refer to the exploratory spectra in
this section as illustrative, or theoretical spectra, to empha-
size that they are not intended as predictions for actual spec-
tra in the brain, but are instead a theoretical study of the
effects of different types of parameter nonuniformity.

The effects on the illustrative theoretical local spectra of
varying the parameters across the head are shown in Figs. 5
and 6. In each figure, the first column shows the(prefrontal)
spectrum atd=0 m; the second column shows the(central)
spectrum atd=0.2 m; and the third column shows the(oc-
cipital) spectrum atd=0.4 m. In Fig. 5, each row corre-
sponds to a different gain parameter, as labeled:Gee,Gei,Gese,
Gesre,Gsrs andGsnfn. In Fig. 6, each row also corresponds to
a different parameter: the dendritic rate constanta, the
dampingge, and the corticothalamic delayt0. All parameters
other than the one under investigation are held constant at
their nominal(global) values, which have been estimated by
extensive modeling and comparisons with physiology and
anatomy[20]. In each case, the parameter under investiga-
tion is varied sinusoidally over half a period from front to
back, with maximum magnitude at the frontsd=0 md, and
minimum magnitude at the backsd=0.4 md. The solid line
represents the local LEV spectrum when no parameters are
varied; it is the same in each of the panels. The dotted line
represents the case of a sinusoidal variation with amplitude
equal to 10% of the parameter’s nominal value, and the
dashed line corresponds to a variation with an amplitude of
20% of the nominal value.

Let us consider first the gain parameters in Fig. 5, which
uses a log-log scale so that effects at frequencies below 1 Hz
can be identified. Row(a) shows the effect of varyingGee,
the dimensionless gain reflecting the connection numbers
and strengths due to cortical excitatory neurons. At and be-
low the alpha frequency, the spectral power is increased
whereGee has a maximum(prefrontally here); the inverse is
true whereGee has a minimum(occipitally here). Row (b) of
Fig. 5 shows the effect of varyingGei, the dimensionless gain
reflecting the connection numbers and strengths between cor-
tical excitatory and inhibitory neurons. We see that where the

magnitude of this negative gain is greatest(prefrontally
here), the power at both low and alpha frequencies is the
smallest, and vice versa(occipitally here). We can under-
stand this effect in two ways: first, using the insights from
the model, we note that decreasingGei, or increasingGee,
increases the cortical state parameterx defined in Sec. II A,
and hence moves that local region of the brain closer to both
the slow-wave and alpha instability boundaries. This mani-
fests itself in the theoretical spectrum as increased activity at
both slow-wave and alpha frequencies as cortical activity
approaches instability, as discussed in Sec. II A. Second, in
terms of physiology, we can infer that a decrease in negative
cortical activity would lead to an increase in measurable
voltage, since the inhibitory neurons are having a decreased
inhibitory effect on their excitatory counterparts. Similarly,
an increase in positive cortical activity would lead to an in-
crease in measurable voltage.

Row (c) in Fig. 5 shows the effect on the illustrative spec-
trum of varyingGese=GesGse, the strength of the direct, posi-
tive corticothalamic feedback loop that does not pass through
the reticular nucleus, shown in Fig. 2. In this case, where
Gese is small (occipitally here), there is lower power at low
and alpha frequencies. Again, we can explain this using the
stability discussion: decreasingGesedecreases the corticotha-
lamic state parametery, taking the local region of the brain
further from the instability boundary and hence to lower ac-
tivity. The converse is true whenGese is increased(prefron-
tally here). Intuitively, we can understand that decreasing the
positive feedbackGese will decrease cortical activity, and
vice versa. This effect is noticeable at the alpha frequency,
because resonance in the corticothalamic loop is the alpha
mechanism in our model. Indeed, the corticothalamic delay
t0<85 ms is the dominant contributor to the alpha fre-
quency, which is given by[10]

fasr d < ft0sr d + 1/asr d + 1/bsr dg−1. s18d

Rows (d) and (e) of Fig. 5 show that power at low fre-
quencies is lowest at maximums ofuGesreu= uGesGsrGreu and
uGsrsu= uGsrGrsu, respectively(i.e., prefrontally here); how-
ever, the effects are very slight. The theoretical spectrum
elsewhere is largely unaffected by the nonuniformities in
these parameters. Rowsfd of Fig. 5, however, indicates that
the spectrum is affected at all frequencies by nonuniformities
in Gsnfn, which represents the strength of subthalamic inputs
into the thalamus, as shown in Fig. 2. Where subthalamic
input is larger than the average value(prefrontally here), the
power at all frequencies is also larger than elsewhere; where
the input is smaller(occipitally here), the power is decreased.
This effect is independent of frequency, since the input signal
is temporally white in our model. Thus spatial nonuniformi-
ties inGsnfn scale the power nonuniformly across the brain;
nonuniformities inGsnfn can thus incorporate effects such as
variations in volume conduction through the skull, which
similarly scale the recorded power[12].

Let us now consider the effects of varying the temporal
parameters, as seen in Fig. 6. These plots are shown on a
log-linear scale to emphasize the illustrative spectra around
the alpha frequency; the theoretical spectra below 1 Hz are
unaffected by the nonuniformities in these parameters. Row
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FIG. 5. Investigation of the effects on the spectrum of spatial nonuniformities in the gain parameters, on log-log axes. Each parameter is
varied sinusoidally over half a period from front to back, with maximum magnitude at the front. The first column corresponds to the front
of the headsd=0 md, the second column corresponds to the middle of the headsd=0.2 md, and the third column corresponds to the back of
the headsd=0.4 md. The solid line represents the local spectrum when no parameters are varied; it is the same in each of the panels. The
dotted line corresponds to a variation with amplitude of 10% of the parameter’s nominal value, and the dashed line corresponds to a variation
amplitude of 20% of its nominal value. All parameters other than the one under investigation are held constant at their nominal values. Row
(a) involves variations inGee; row (b) involves variations inGei; row (c) involves variations inGese; row (d) involves variations inGesre; row
(e) involves variations inGsrs; and row(f) involves variations inGsnfn.
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(a) of Fig. 6 shows the effect of spatial nonuniformities in the
dendritic rate constanta, with b=4a. Decreasinga, and
henceb, increases the alpha peak amplitude. At higher fre-
quencies, the local background spectrum is steeper wherea
is low, because the low-pass cutoff in the frequency filter
given by Eq.(1) is correspondingly reduced. The state pa-
rametersx,y, andz are unaffected by changes ina; however,
decreasinga moves the alpha instability boundary itself, via
its influence on the dendritic filter functionL, as seen for
example in Eq.(13). Thus the increase in alpha activity
wherea is low, is due to proximity to the alpha instability
boundary, discussed in Sec. II A. There is also a shift in the
alpha frequency as a result of the nonuniformities ina:
wherea is smaller than its mean value(occipitally here), the
alpha peak is shifted to lower frequency; decreaseda corre-
sponds to increased dendritic delays in the corticothalamic
loop, and hence an increase in the total loop delay, which
leads to a decrease in the alpha frequency, as summarized in
Eq. (18).

Row (b) of Fig. 6 shows the theoretical local spectra when
only the damping ratege is varied. Where the damping rate is
low (occipitally here), activity at and above the alpha fre-

quency is decreased, in agreement with previous findings
that at high frequencies the power is proportional toge [3].
This intuitively paradoxical result can be explained by refer-
ring to the stability discussion in Sec. II A: althoughge does
not affectx,y, or z, it moves the alpha instability boundary
itself, as can be seen from Eq.(13). Thus decreasingge
moves the boundary outward, which effectively leaves the
brain further from the boundary, and hence with less activity.

Row (c) of Fig. 6 shows the effect on the illustrative,
theoretical local spectrum of varying the corticothalamic
loop propagation delay,t0. The greatest effect is the change
in alpha frequency: where the loop delay is smallest, the
alpha frequency is highest, as expected from Eq.(18). The
alpha peak power is also sensitive to nonuniformities int0;
wheret0 is decreased, the power is also decreased, and vice
versa. Note that this effect was not investigated during pre-
vious work on nonuniformities int0 [10], which only inves-
tigated frequency effects. Indeed, the previous work pro-
posed that the corticothalamic delay is smaller at the back of
the head than at the front[10], which is consistent with the
frequency shift in row(c); however, the reduction in power
which is apparent in the occipital frame of row(c) implies

FIG. 6. Investigation of the effects on the spectrum of spatial nonuniformities in the temporal model parameters, on log-linear axes. Each
parameter is varied sinusoidally over half a period from front to back, with maximum magnitude at the front. The first column corresponds
to the front of the headsd=0 md, the second column corresponds to the middle of the headsd=0.2 md, and the third column corresponds to
the back of the headsd=0.4 md. The solid line represents the local spectrum when no parameters are varied; it is the same in each of the
panels. The dotted line corresponds to a variation with amplitude of 10% of the parameter’s nominal value, and the dashed line corresponds
to a variation amplitude of 20% of its nominal value. All parameters other than the one under investigation are held constant at their nominal
values, exceptb=4a. Row (a) involves variations ina; row (b) involves variations inge; and row(c) involves variations int0.
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that nonuniformities in this quantity alone cannot account for
the simultaneously observed occipital increase in the alpha
peak power.

From this illustrative study, we find that none of the pa-
rameters whose nonuniformities strongly affect activity near
the alpha frequency do so exclusively. The parameters that
strongly affect alpha activity areGei, Gese, ge, a, andt0; these
all affect activity at other frequencies too. However, ob-
served EEG spectra indicate that front-to-back variations in
activity are not significant below the alpha frequency
[2,23,24]; it is therefore unlikely that a single parameter will
account for the observed site dependence of EEG spectra.
Indeed, parameters, which from physiological arguments are
likely to vary together, often have competing and hence bal-
ancing effects; for example, the principle of random connec-
tivity, whereby the number of interconnections between neu-
ral types are assumed to be proportional to the number of
available synapses, implies thatGee and uGeiu are likely to
vary together. Row(b) in Fig. 5 shows that decreasing the
gain uGeiu not only increases alpha power, but also has a large
positive effect at very low frequencies. Decreasing the gain
Gee [row (a)] has a large negative effect at very low frequen-
cies. Thus their competing influences at low frequencies
would tend to balance, thereby helping to preserve cortical
stability, from Eq.(14). Similarly, the fact that the thalamic
gains Gese, Gesre, and Gsrs depend on shared anatomical
structures, implies that these gains are likely to have corre-
lated spatial profiles. Rows(c)–(e) in Fig. 5 shows that these
gains have competing effects at low frequencies. Thus, if
they indeed vary together, their compensating influences at
low frequencies will tend to balance, thereby ensuring corti-
cal stability, from Eq.(17).

B. Local independence

We now turn our attention to determining the extent to
which spatial nonuniformities in the model parameters affect
the locally measured activity. Specifically, we investigate the
extent to which the locally measured spectrum, which arises
from nonuniform parameter profiles, can be approximated by
the spectrum of the local effective value(LEV) model; we
term this the local independence approximation. In this sec-
tion, we test the local independence approximation by com-
paring spectra generated from the LEV model with spectra
generated from the nonuniform one. Recall that the central
columns of Figs. 5 and 6 show both the LEV spectrum(solid
line) and the nonuniform spectrum atd=0.2 m. For each
parameter, the spectra localized at the center of the head are
very similar to the corresponding LEV spectra. This may be
due to the sinusoidal parameter variations, which are zero at
this point. Mode coupling effects ensure, however, that the
nonzero variation at other points contribute to slight effects
here, which are too small to be seen for most parameters;
however, such effects can be easily seen at low frequencies
in the central columns of rows(a) and (b) in Fig. 5 for
variations inGee andGei, respectively, and at the alpha and
beta resonances in the central column of row(c) in Fig. 6, for
variations int0. We investigate these effects more thoroughly
below.

The above results imply that the local independence ap-
proximation in the LEV model is reasonable for most param-
eters, at least where the nonuniformity is symmetrical about
the point of comparison. In order to test the more general
case, we compare LEV and nonuniform spectra in Fig. 7,
where the nonuniformity is not symmetrical about the point
of comparison. The nominal parameter values are the same
as those used in Figs. 5 and 6. In each case, all parameters,
other than the one under investigation, are held constant at
their nominal values for both the LEV and nonuniform spec-
tra. For the parameter under investigation, the nonuniform
spectrum is calculated at the front of the headsd=0 md,
while the parameter is varied sinusoidally across the head
over half a period, with maximum magnitude at the front of
the head. The amplitude of the variation is 20% of the pa-
rameter’s nominal value. The LEV spectrum is calculated
using 120% of the parameter’s nominal value, so that all the
parameters have the same values atd=0 m for both the LEV
and nonuniform spectra. Note that the LEV spectrum is
therefore different for each parameter investigated. The solid
lines in Fig. 7 show the LEV spectra. The dotted lines show
the corresponding nonuniform spectra. Each panel in Fig. 7
shows the spectra measured at the front of the head when a
different parameter is varied: respectively,Gee, Gei, Gese,
Gesre, Gsrs, Gsnfn, a, ge, andt0.

The solid line in Fig. 7(a) shows the spectrum generated
from uniform parameter profiles, with all parameters at their
frontal values. The dotted line shows the spectrum generated
at the front of the head, whenGee decreases sinusoidally to a
minimum at the back of the head; all other parameters are
uniform at their frontal values. We see a significant decrease
in the nonuniform spectrum compared to the LEV one, at
low frequencies, as well as a slight difference at the alpha
frequency. By comparison with row(a) of Fig. 5, we see that
a decrease at low frequencies is associated with a decrease in
the magnitude ofGee. That is, the lowerGee elsewhere in the
cortex reduces its effective value atd=0 m. We use the term
“effective” value to mean the LEV value which would pro-
duce the most similar possible spectrum. The effect is only
apparent at frequenciesf &2 Hz. We explain this by noting
that the spatial nonuniformities are at a scale comparable to
the size of the head. They therefore affect activity only at
low wave numbers and hence, via the dispersion relation,
only at low frequencies. Regarding the effect at the alpha
frequency, we note that the alpha peak is due to weakly
damped corticothalamic activity; the weak damping, and
hence lowerk, at this frequency enables activity at distant
cortical sites to more easily propagate across the cortex and
affect the locally-measured activity.

Figure 7(b) shows the effect on local independence of
nonuniformities inGei. Again, there is a significant differ-
ence between the LEV(solid line) and nonuniform(dotted
line) spectra at low frequencies, as well as a difference at the
alpha frequency. By comparison with row(b) of Fig. 5, we
see that the relative increase in the nonuniform spectrum is
associated with a decrease in the magnitude ofGei. That is,
similarly to the above, the lowerGei magnitude elsewhere in
the cortex reduces its effective LEV magnitude frontally.

Similar effects are found in Figs. 7(c)–7(f), for Gese, Gesre,
Gsrs, andGsnfn, respectively. That is, we see differences be-
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tween the LEV and nonuniform spectra at low frequencies,
as well as slight differences at the alpha frequency forGese
and Gsnfn. Comparing the direction of the difference with
the occipital column in Fig. 5, we deduce that, for each of
these gain parameters, the lower magnitude elsewhere in the
cortex reduces its effective LEV frontal magnitude.

Figures 7(g)–7(i) show the effects of nonuniformities in
a, ge and t0, respectively; there is little difference between
the LEV and nonuniform spectra. This is in agreement with
the above, since spatial variations in these parameters only
weakly affect the spectrum below<2 Hz, as seen in Fig. 6.
In panels(h) and (i), however, there is a slight effect at the
alpha frequency due to the weaker damping here.

In conclusion, we have demonstrated that for an eyes-
closed state, local activity is largely independent of activity
elsewhere on the cortex. There are two major exceptions, due
to the propagation of large-scale activity: below<2 Hz, the
local dynamics are dependent on low-wave-number activity
at distant sites as reflected in the dispersion relation; and, at
the alpha frequency, the weaker damping enables efficient
propagation of distant low-k activity, which thus affects local
activity. The effect at the alpha frequency is less than that at

low frequencies. In these cases, spatial nonuniformities in
the parameters should not be ignored. However, at most fre-
quencies, locally measured activity can be assumed to be
independent of spatial nonuniformities in the parameters, to a
first approximation. These results were deduced using a low-
order spatial eigenmode. Higher-order spatial eigenmodes
are discussed in the following subsection.

C. Local vs global uniform spectra

We now investigate the extent of the improvement, or
otherwise, which results from approximating the fully non-
uniform spectrum by the local uniform(LEV) spectrum,
rather than the global uniform one.

Figures 8(a) and 8(b) show the spectrum at the front of
the head when all the parameters are spatially varied simul-
taneously, on log and linear scales respectively. As in Figs.
5–7, the parameters are varied sinusoidally over half a pe-
riod, with maximum magnitude at the front of the head, and
an amplitude of 10% of the parameter’s nominal value. In
both panels, the dotted line represents the global uniform
spectrum, generated using the mean parameters; this spec-

FIG. 7. Investigation of the extent to which local dynamics are affected by spatial nonuniformities in the model parameters. The solid line
represents the uniform spectrum at the front of the headsd=0 md, and the dotted line represents the nonuniform spectrum at the front of the
head when one parameter is varied. Each parameter is varied sinusoidally over half a period from front to back, with maximum magnitude
at the front, and all parameters other than the one under investigation are held constant at their frontal values. Panel(a) tests nonuniformities
in Gee; panel(b) tests nonuniformities inGei; (c) testsGese; (d) testsGesre; (e) testsGsrs; (f) testsGsnfn; (g) testsa; (h) testsge; and(i) tests
nonuniformities int0.
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trum does not vary across the head. The dashed line repre-
sents the LEV spectrum, generated from the uniform version
of the model, using the local values. The solid line represents
the spectrum generated using the nonuniform model. Much
of the discrepancy between the two spectra has disappeared,
especially at low frequencies; this is because the parameters
are all being varied at once, and the competing effects seen
in Fig. 7 at low frequencies cancel. Panels(a) and (b) show
that at the front of the head for this parameter profile, the
nonuniform spectrum lies between the local and global spec-
tra; this is true across the whole head, and for other spatial
profiles. This effect is due to the fact that the nonuniform
spectrum at a local point tends towards the mean spectrum,
because of dispersion effects from neighboring regions.

Figures 8(a) and 8(b) show only the spectrum at the front
of the head, and indicate that at this point the LEV spectrum
is a better approximation to the fully nonuniform spectrum,
than is the global uniform spectrum; that is, the dashed line
lies closer than the dotted line to the solid one. Two measures
of the goodness of the approximation across the whole head
are shown in panels(c) and(d), which indicate, as a function
of distance across the head, the power at the alpha peak and
the frequency of the alpha peak, respectively. These mea-
sures indicate that the LEV(dashed line) is a better approxi-
mation to the fully nonuniform spectrum(solid line) across
the whole head, than is the global uniform spectrum(dotted
line). Note that the global and LEV spectra coincide where
the local parameters equal the mean parameters, which for
the symmetrical parameter profile here occurs atd=0.2 m;
note that at this point the actual, nonuniform spectrum is not
coincident with the two uniform spectra.

For lowest-order sinusoidal parameter nonuniformities,
the above arguments indicate that the LEV spectrum is a fair

approximation to the fully nonuniform spectrum. As the or-
der of the nonuniformities increases, i.e., for higher-order
spatial eigenmodes, the match between the nonuniform and
LEV spectra becomes increasingly bad. For the nonuniformi-
ties in Fig. 8, the wavelength of the sinusoidal nonuniformity
is l<9re, and the match is good. We investigated nonuni-
formities of various wavelengths, and found that forl& s4
−5dre, the match is no longer better than that provided by the
global uniform spectrum. For such nonuniformities, the high-
k oscillations imply that at a given location the local approxi-
mation is no longer valid, due to the effects of dispersion
from neighboring points with very different parameter val-
ues. Note that this is an additional effect to head volume
conduction in the skull, which also smears high-k activity.

Thus, for low-order nonuniformities, the LEV model cap-
tures the spatial dependence of the spectrum to a good first
approximation. It remains to determine whether the nonuni-
formities in the brain are indeed of low order, and to deter-
mine their likely profiles. Those represented in Fig. 8 are
clearly not the actual parameter nonuniformities, since the
power at the alpha peak in this figure decreases towards the
back of the head, contrary to observations[1]. In the follow-
ing section, we aim to determine likely parameter nonunifor-
mities by comparison with EEG data.

IV. INVERSE MODELING

Having investigated the effects of parameter nonuniformi-
ties in the model, we now aim to establish realistic bounds
on these nonuniformities. We then apply these constraints in
Sec. V to determine whether they can account for the ob-

FIG. 8. Investigation of a case where all
model parameters are varied simultaneously over
half a sinusoid period, with maximum magnitude
at the front of the head, and an amplitude of 10%
of the parameter’s nominal value. Panels(a) and
(b) show the spectra at the front of the head, on
log and linear scales, respectively. Panels(c) and
(d) represent the power at the alpha peak and the
frequency of the alpha peak, respectively, as a
function of distance across the head. In each
panel, the dotted line represents results from the
global uniform model, the dashed line represents
results from the LEV model, and the solid line
represents results from the full nonuniform
model.
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served spectral dependence on position. Note that the discus-
sion in this section is concerned with constraining the spatial
variation in the parameters, not the mean values of the pa-
rametersper se; constraints on the parameters themselves are
discussed extensively elsewhere[20].

EEG recordings of healthy adult subjects from the general
community were obtained in a previous study[25] with the
appropriate ethical clearances and informed consent, includ-
ing consent for further analysis of the data, as in the present
work. Subjects were 49 females and 51 males with a mean
age of 44 years[standard deviation(SD) =16 years] and 45
years(SD=15 years), respectively. An electrode cap using
the international 10–20 system of scalp sites was used to
acquire the EEG data. EEGs were recordedat a 250-Hz sam-
pling rate through a SynAmps™ amplifier using a linked ear-
lobe reference and a low-pass third order Butterworth filter
with −6 dB point at 50 Hz. Ocular artefacts were corrected
offline according to the method of Grattonet al. [26]. For
each EEG recording, the mean experimental power spectrum
from 0–50 Hz was calculated for 27 successive 4-sec ep-
ochs.

We investigate likely front-to-back parameter trends by
examining experimental data recorded from the normal sub-
jects at five electrodes: FP1, Fz, Cz, Pz, and O2, shown in
Fig. 4. These electrodes were chosen because they lie in a
straight line almost along the midline(prefrontal and occipi-
tal midline sites, Epz and Oz, were not available to us). The
uniform LEV version of the model was fitted to the spectrum
for each subject at each site, using an inverse-modeling rou-
tinein which the error between the experimental spectrum
and the model spectrum was iteratively reduced using
Levenberg-Marquardt nonlinear least-squares optimization
[27,28]. Note that this is distinct from fitting the generalized
nonuniform model described in Sec. II A, because the LEV
model does not allow for mode coupling; the electrodes are
fitted independently at each site. However, the results of the
previous section indicate that this is adequate to a first ap-
proximation, and is very good for frequencies above 2 Hz.
Two of the 100 subjects were excluded from the present
study because the model could not be fitted to their spectra
with sufficiently smallx2 at all sites.

The results of the inverse-modeling are shown as solid
circles in Figs. 9 and 10 as a function of distance across the
head, where we taked=0 m to be the front of the head, and
d=0.4 m to be the back of the head, as previously. Error bars
correspond to one standard error of the mean(SEM). For
each parameter, the mean value is also shown, as a dashed
line, demonstrating that the parameters have significant non-
uniformities.

In order to model the spatial nonuniformities in the pa-
rameters, note that, from the modal analysis in Sec. II A, the
one-dimensional spatial dependence of a parameterp can be
written in terms of its Fourier components as

psxd = o
m

pmeikmx, s19d

wherekm=2pm/ lx, and herelx=0.8 m. In general, the coef-
ficientspm are complex; however, in the present work we use
real pm=p−m, since the use of complex values merely shifts

psxd along thex axis and we have assumed periodic bound-
ary conditions. To model the parameters, we retained only
the three lowest order modess0, ±1d, giving

FIG. 9. Midline nonuniformities in the independent model pa-
rameters. Filled circles correspond to the data obtained from fitting
the model to spectra recorded from 98 normal subjects; the mean is
shown as a dashed line. Error bars correspond to one SEM, indicat-
ing that a good model should pass through at least 68% of them.
The solid line shows the sinusoid of best fit, found using an iterative
nonlinear least-squaresx2 minimization fitting routine. Panel(a)
shows the spatial nonuniformity inGee; (b) shows the spatial non-
uniformity in Gei; (c) shows the nonuniformity inGese; (d) shows
the nonuniformity inGesre; (e) shows the nonuniformity inGsrs; (f)
shows the nonuniformity inge; (g) shows the nonuniformity ina;
and (h) shows the spatial nonuniformity int0.
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psxd = a + b sinS2px

lx
+ cD , s20d

where the phase parameterc accounts for shifting along thex
axis. Thus the three coefficients,a,b, and c, represent the
mean, amplitude, and phase of the sinusoid. For each param-
eter, we fitted a sinusoid of the form(20) to the data in Fig.
9. The coefficients were optimized using an iterative

gradient-expansion algorithm to compute a nonlinear least
squares fit in order to minimize thex2 error statistic[27]; the
best-fit coefficients are shown in Table I. Note that the coef-
ficient a represents the mean of the sinusoid, not the mean of
the data, and as such is different to previously estimated
mean parameter values[28]. The goodness of fit was esti-
mated by calculating the incomplete gamma function,

Qsx2und =

E
x2/2

`

e−ttn/2−1dt

E
0

`

e−ttn/2−1dt

, s21d

wheren represents the number of degrees of freedom of the
fit, and is found by subtracting the number of fitted coeffi-
cients from the number of data points being fitted, givingn
=2 m in the present case. The quantityQ is the probability
that avalue ofx2 as poor as the value calculated should occur
by chance if the fit is correct. IfQ is larger than<0.1, the
goodness-of-fit is believable[27], and if Q is smaller than
<0.001, the model should be rejected. Between these two
extremes, the model may still be correct if the errors in the
data are nonnormal or underestimated. For each of the model
parameters in Fig. 9,Qù0.08, thus a sinusoid of periodlx is
likely to accurately model the spatial nonuniformities in all
the parameters. TheQ values are shown in Table I. We can
thus capture the spatial variations in the model parameters by
using the lowest-mode sinusoids, with varying mean, ampli-
tude, and phase.

The nonuniformities in the dependent state parameters
x,y, andz were investigated in three ways. Recall that these
parameters represent cortical, corticothalamic, and thalamic
activity, respectively, in the reduced three-dimensional pa-
rametrization; they are given by Eqs.(14)–(16). First, the
LEV model was fitted to the experimental spectra recorded
from 98 subjects at each electrode, as above. The results are
shown as filled circles in Fig. 10, with error bars correspond-
ing to one SEM. The means of the data are shown as dashed
horizontal lines, demonstrating that these parameters also
have significant spatial nonuniformities. Second, sinusoids of
best fit were found using the least-squares optimization
method outlined above. These sinusoids of best fit are plotted
in Fig. 10 as dotted lines. Third, the parametersx,y, andz
were calculated from Eqs.(14)–(16), respectively, using the
nonuniform model and the nonuniformities in the indepen-

FIG. 10. Nonuniformities in the dependent model parameters.
Filled circles correspond to the data obtained from fitting the model
to spectra recorded from 98 normal subjects; the mean is shown as
a dashed line. Error bars correspond to one SEM. The dotted lines
show the sinusoids of best fit to the data, found using an iterative
nonlinear least-squaresx2 minimization fitting routine. The solid
lines show the spatial profiles which arise in these dependent pa-
rameters, as a results of introducing the nonuniformities shown in
Fig. 9 into the independent parameters. Panel(a) shows the cortical
state parameterx; (b) shows the corticothalamic state parametery;
(c) shows the intrathalamic state parameterz; and (d) shows the
total powerP. Note that the scales on the ordinate do not start at
zero in all panels.

TABLE I. The best-fit coefficientsa, b, andc, when a sinusoid of the formy=a+b sins2px/ lx+cd , lx
=0.8, was fitted to the spatial data from then=98 subjects, using a nonlinear least-squares fitting routine.
Also shown is the goodness-of-fit parameterQ, from Eq.(21), whereQ.0.1 indicates a good fit. The value
of Q could not be obtained forGsnfn, since this quantity was not fitted directly to the data from then=98
subjects.

Gee Gei Gese Gesre Gsrs Gsnfn ge a t0

a 7.5 −9.1 6.1 −3.8 −0.61 1.1 180 s−1 79 s−1 0.085 s

b −2.1 1.8 0.84 0.61 −0.22 0.14 −33 s−1 11 s−1 0.0030 s

c (rad) 5.7 5.7 3.6 0.04 4.2 5.2 0.13 2.5 1.9

Q 0.35 0.29 0.89 0.08 0.24 N/A 0.60 0.26 0.67
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dent state parameters, indicated by the solid lines in Fig. 9.
In each ofx,y, andz, the two sinusoids have approximately
the same amplitude and phase, and also have similar means
except fory, where the sinusoids are slightly offset.[Note
that in Figs. 10(a) and 10(b) the scales on the ordinates do
not begin at zero.] The differences between the two curves
arise from the fact that the results of the direct fits tox,y, and
z (dotted lines) implicitly contain all convolutions between
the terms in Eqs.(14)–(16), whereas the trends calculated
from Eqs.(14)–(16) (solid lines) contain only the same-order
terms; for example, the +1 mode forx is calculated only
from the +1 modes inGee and Gei, and contributions from
coupling of the +m and 1−m modes are ignored, for any
integerm.

Although the fitted(dotted line) and calculated(solid line)
nonuniformities are similar forx and y, in Figs. 10(a) and
10(b), they do not fit the data well(solid circles). This dis-
crepancy perhaps arises because sinusoids of fixed period are
not sufficient to accurately model the nonuniformities. How-
ever, x depends onGee and Gei, and the sinusoidal fits to
these parameters were good, from Table I. In any case, the
nonuniform fit to the data is certainlyan improvement on the
uniform fit (dashed line). The parametery depends in part on
Gesre, which from Table I is a relatively poor fit, which may
explain the greater discrepancy between the data and the de-
duced nonuniformities in Fig. 10(b). Generally, however, the
nonuniform fits to both the independent(Fig. 9) and depen-
dent (Fig. 10) parameters are a significant improvement on
the uniform ones.

Consider now the total power, shown in Fig. 10(d). In this
case the best fit and the modeled trend are almost coincident.
This results from the fact that we were free to choose the
coefficients of the sinusoid for the nonuniformity inGsnfn,
since this quantity is the only parameter in which nonunifor-
mities were not directly constrained by inverse modeling of
the n=98 subjects. Recall thatGsnfn models subthalamic
input, as well as changes in measured signal amplitude via
volume conduction through the head. Thus its nonuniformi-
ties reflect nonuniformities in subthalamic input, and volume
conduction, which may be due, for example, to spatial varia-
tions in skull thickness. The compositeGsnfn affects only
the total power, and so its nonuniformities can be estimated
by comparison with total power. Indeed, by fitting the power
calculated from the full nonuniform model(solid line) to the
sinusoid of best fit to the data(dotted line), we are able to
deduce the profile of Gsnfn, giving Gsnfn<1.12
+0.14 sins2px/ lx+5.2d. This indicates that postsynaptic sub-
thalamic input to relay nuclei is approximately 25% greater
at the back of the head than at the front, or volume conduc-
tion is 25% less, or some combination of both. We cannot at
this stage distinguish between these alternatives.

V. AN APPLICATION: OCCIPITAL ALPHA DOMINANCE

In the previous section we fitted the local effective value
(LEV) model to experimental spectra to infer likely param-
eter trends across the head. We now incorporate these trends
into the nonuniform model to investigate the spatial variation
of the eyes-closed spectrum. We pay particular attention to

one possible application of the present work: examining the
phenomenon of occipital dominance of the alpha rhythm.

The solid lines in Fig. 11 show the locally measured spec-
tra predicted from the nonuniform model at three points
across the head. The top row is atd=0 m (the front of the
head), the middle row is atd=0.2 m, and the bottom row is
at d=0.4 m(the back of the head). The spectra at the front of
the head are also shown for comparison as dotted lines in the
bottom two rows. In each case, the left column shows the
spectrum from 0.25 to 50 Hz on a log-log scale and the right
column shows thealpha peak magnified on a log-linear scale.

We see that the alpha power increases only slightly from
the front to the center of the head, then increases by a factor
of approximately two towards the back of the head. The
log-log plots show that the power at low frequencies remains
relatively constant across the head, in agreement with pub-
lished data [2,23,24]. Power at the beta frequency
s<20 Hzd is seen to increase occipitally in Fig. 11; this

FIG. 11. Local spectra predicted by the model from the param-
eter variations in Fig. 9, on log-log(first column) and log-linear
(second column) scales. The solid line in each panel represents the
local spectrum at the front of the head[(a) and(b)], the center of the
head [(c) and (d)], and the back of the head[(e) and (f)]. The
spectrum at the front of the head is overplotted for comparison as a
dotted line in panels(c)–(f).
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agrees with the findings of some authors[24], although an
occipital beta power increase was not reported in some stud-
ies with fewer subjects[2], however, their data were consis-
tent with such a trend. In typical studies, the data around the
beta peak is binned over a total bandwidth of<20 Hz, so
beta-specific trends may be obscured in any case.

Figure 12 shows the spectral variation of the predicted
spectrum across the head as a contour map of power, in
which light shades represent high power and dark shades
represent low power. As previously, the front of the head is at
d=0 m, and the back of the head is atd=0.4 m. Panel(a) is
for the nonuniform eyes-closed parameters as above, and
clearly demonstrates the spectral peaks at low frequencies
and at approximately 10 Hz. Furthermore, the occipital in-
crease in the peak alpha power is strongly apparent, as is the
relative site invariance of power at other frequencies; note
that that the greatest alpha power does not occur at the very
back of the head, but atd<0.37 m. Let us consider now the
predicted frequency of the alpha peak for the eyes-closed
parameters. This peak frequency was measured from the pre-
dicted spectrum, and is shown in panel(b). The peak fre-
quency is relatively invariant over the front half of the head,
at approximately 9 Hz. The frequency then increases
smoothly towards the back of the head, reaching 9.7 Hz at
d=0.4 m. This agrees quantitatively with previously quoted
decreases of 0.5–1.0 Hz at the front of the head compared to
the back[1]. Thus our corticothalamic model shows that al-
phalike rhythms at the front of the head can be generated by

the same mechanism(corticothalamic loop resonances) re-
sponsible for the alpha rhythms at the back of the head, and
should therefore be considered to be part of the same phe-
nomenon. Furthermore, the lower amplitude and frequency
in frontal regions, which have historically sometimes been
used to argue against frontal rhythms being termed “alpha”
[1], can be accounted for by moderate sinusoidal variations
in parameters across the brain. In particular, with reference to
Eq. (18), we confirm that the frontal decrease in alpha fre-
quency is largely due to the occipital increase in corticotha-
lamic delayt0, as previously proposed[10]. In addition, we
propose that the occipital increase in power is due to an
occipital increase in thalamic gains, and concurrent decrease
in cortical gains.

Figure 12(c) illustrates the spatial variation of the spec-
trum for an eyes-open state, in which the alpha power does
not dominate, and the spectrum is relatively featureless. The
nominal parameters for this state have been estimated from
extensive modeling, fitting the model spectrum to data ob-
tained from 100 normal subjects, and consideration of ana-
tomical and physiological detail[20,28]; its location in the
state space is shown in Fig. 3. For thepurposes of this illus-
tration, the nonuniformities in each of the eyes-open param-
eters have been assumed to have the same phase and relative
amplitude as those for eyes closed. We see that the power at
all frequencies is largely independent of position on the head
for the eyes open spectrum, except for a slight frequency-
independent occipital increase, in agreement with observa-
tion.

VI. DISCUSSION AND CONCLUSIONS

This paper had three main aims: to determine the extent to
which local activity in the brain can be approximated by
using a uniform model; to ascertain likely front-to-back spa-
tial nonuniformities in the model parameters using data ob-
tained from 98 normal subjects; and, to use these insights to
study one application, namely to understand the physiologi-
cal and anatomical causes of the increased power and fre-
quency of the alpha rhythm in occipital regions compared to
frontal ones.

With regard to the first of the above aims, comparisons
between uniform and nonuniform parameter profiles indi-
cated that at certain frequencies, local cortical activity is in-
deed affected by dynamics at distant sites: for low frequen-
cies sf &2 Hzd, the local dynamics are dependent on low-
wave-number activity at distant sites, as reflected in the
dispersion relation; at the alpha frequency, signal propaga-
tion is inherently weakly damped, so low-wave-number ac-
tivity elsewhere can contribute moderately to the local spec-
trum. At these frequencies, the local spectrum is affected in a
largely predictable way; for example, if the mean magnitude
of a parameter is lower than its local magnitude, then its
form will change in the same direction as if its effective local
magnitude had been reduced. Thus if the local magnitude
equals the mean magnitude, then the local nonuniform spec-
trum is very similar to the mean(global) uniform spectrum,
with only minor differences due to mode coupling. Some
model parameters, such as the dampingge and dendritic de-

FIG. 12. Spectral variation across the head as a function of both
position and frequency, whered=0 m is the front of the head, and
d=0.4 m is the back of the head. Light shades represent high power
and dark shades represent low power; the gray scale spans two
orders of magnitude. Panel(a) represents an eyes-closed state, using
the coefficientsa shown in Table I, and panel(c) represents an
eyes-open state, using parameters estimated from physiology and
fitting the model to data. Panel(b) shows the variation of the alpha
peak frequency across the head, for the eyes-closed state.
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lay a, do not affect low-frequency activity significantly, and
can be treated at each point on the head as being independent
of their values elsewhere to a good approximation. For all
parameters, this type of local independence can be assumed
to a first approximation.

We next determined the effect on the spectrum of varying
the parameters simultaneously. For the illustrative case pre-
sented in Fig. 8, in which the parameters varied all shared the
same profile, much of the low-frequency discrepancy be-
tween the LEV and nonuniform spectra canceled out, due to
competing effects from the different parameters. In general,
if the sum of the state parametersx andy remains approxi-
mately constant across the head, the low-frequency discrep-
ancy between the LEV and nonuniform spectra tends to can-
cel, and the local approximation remains valid. We remark
that an anomalous case in which the parameters do not co-
vary might well violate the local approximation, especially at
low frequencies; in such a case, the full nonuniform spec-
trum should be fitted to the data to accurately deduce the
parameter profiles. In general, we found that the local effec-
tive value(LEV) spectrum provides a good approximation to
the fully nonuniform one, when the parameter nonuniformi-
ties are of low order, withl* s4−5dre, or k&15−20 m−1 .
Finer scale details are averaged out in any case, due to vol-
ume conduction through the skull, which is significant for
k&15 m−1 [7,20].

The second aim of this work was to estimate likely front-
to-back variations in the model’s physiological and anatomi-
cal parameters. For each parameter, a sinusoid of fixed pe-
riod, representing the first Fourier component of the modal
decomposition, was found to be a good model for the spatial
nonuniformity inferred from the inverse modeling of 98 nor-
mal subjects; that is, the nonuniformities were found to be of
low order, indicating that a local approximation(LEV) is
likely to adequately model local activity. Three coefficients
were fitted to the data, representing the mean, amplitude, and
phase of the sinusoid. For each parameter, the mean agreed
with previously estimated mean values[20,28], while the
amplitude and phase represent the nonuniformities. We dis-
cuss these in terms of physiology and anatomy in paragraphs
(i)–(vi) below. Note that for each parameter, the trend is a
mean over 98 subjects; the trend in an individual subject may
differ from this mean.

(i) Let us consider first the variations in the intracortical
gainsGee andGei. This work implies thatGee andGei have
largest magnitude prefrontally, as shown in Figs. 9(a) and
9(b). This trend could be a result of either more prolific, or
stronger, intracortical connections in the frontal lobes, re-
flecting their role in planning and abstract thought. The vi-
sual cortex, located occipitally, has the most excitatory recur-
rent connectivity of any cortical area; however, previous
work using the uniform version of this model has shown that
the relatively short-scale recurrent excitatory connections
may not be very important in determining the frequency
spectrum in the model, with an exception in the case of
evokedresponse potentials[5]. We deduce that the trend in-
ferred from this work in whichGee and Gei have largest
magnitude prefrontally, is likely due to stronger, or more
prolific long-range intracortical connections in the frontal
lobes. That the two have a similar phase and hence vary

together is significant, since the competing excitatory and
inhibitory effects must balance for the brain’s activity to re-
main stable; this is reflected in their influence over the cor-
tical state parameterx. Furthermore, Figs. 7(a) and 7(b) in-
dicate that the local approximation is likely to be good, since
the low-frequency discrepancies between the LEV and non-
uniform spectra for these parameters would cancel. Table I
implies that the nonuniformities inGee andGei have ampli-
tudes of<28% and 20% of their nominal values, respec-
tively. However, these values were obtained using the LEV
model, and are hence “effective” local values; the relative
amplitudes of the nonuniformities may be slightly larger than
quoted above, although, as stated, their competing discrep-
ancies at low frequencies would largely cancel out, and there
are few discrepancies elsewhere.

(ii ) Let us consider now the corticothalamic and intratha-
lamic gainsGese, Gesre, andGsrs. As with the cortical gains,
Gese andGsrs have similar phases, as seen in Figs. 9(c) and
9(e), indicating that low-frequency discrepancies between
the LEV and nonuniform spectra, seen in Figs. 7(c)–7(e)
would tend to cancel out, so the local approximation remains
valid. Furthermore, the similarity of the phases enables their
competing effects at low frequencies to balance, thereby
maintaining cortical stability, as reflected in Eq.(17). In gen-
eral all three gain parameters increase towards the back of
the head. The similarity of the phases indicates that shared
anatomical structures are likely responsible for their nonuni-
formities. Anatomical measurements in the thalamus of neu-
ronal density in various sensory relay nuclei[29], limbic
relay nuclei [30], motor relay nuclei[31], prefrontal relay
nuclei [32], and association relay nuclei[33], indicate that
the lateral geniculate nucleus(LGN, which relays input from
the retina to the visual cortex) has the highest neuronal den-
sity, varying from s1.5−3d3104 mm−3 compared tos0.5
−1.3d3104 mm−3 across the other thalamic regions. Thus
one might expect signals which pass through the LGN,
which is located occipitally, to be larger than those which
pass through less dense regions of the thalamus. Consider
now the reticular thalamic nucleus(RTN), shown in Fig. 2.
Towards the back of the RTN, the cells tend to be elongated
and larger than at the front[34–36], so we might expect
signals which pass through the back of the RTN to be stron-
ger than those which pass through the front. Thus the find-
ings of increased occipital thalamic gains in the present work
are consistent with anatomical measurements. Table I implies
that the nonuniformities inGese,Gesre, andGsrs have ampli-
tudes of<14, 16, and 36% of their nominal values, respec-
tively. However, Fig. 7 shows that nonuniformities in these
parameters affect the local spectrum via dispersion, which
makes their effective local values nearer the mean than the
actual local values; hence the amplitudes of the nonunifor-
mities may be slightly larger than the quoted values.

(iii ) The inverse-modeling routine did not directly fit the
subthalamic input,Gsnfn; its spatial nonuniformity was esti-
mated by fitting the power calculated from the nonuniform
model to the data. We found that the postsynaptic white-
noise input to the back of the thalamus was about 25%
greater than to the front, although some of the variation in
power could be due to nonuniformities in the skull thickness,
which alters the volume conduction through the head. We
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would not expect skull thickness to vary between states of
arousal; however, from physiology, we might expect the am-
plitude of the subthalamic input to do so.

(iv) In addition to the gains, the present work found non-
uniformities in the signal damping ratege=ve/ re. There was
a significant occipital increase inge, which enhances the oc-
cipital alpha dominance, with little effect at lower frequen-
cies. The physiological implication is that either signal con-
duction velocity increases or mean excitatory(pyramidal)
axon length decreases occipitally. Table I indicates that the
nonuniformity inge has a relative amplitude of<18%.

(v) Inverse modeling also indicated that there is a general
decrease in the dendritic delaya towards the back of the
head. The physiological implication is that synaptodendritic
dynamics vary across the head, possibly due to nonuniform
neurotransmitter actions. Decreases ina have previously
been associated with decreased sensory processing[28],
which is in turn associated with increased alpha frequency
power[37]. Table I indicates that the nonuniformity ina has
a relative amplitude of<14%.

(vi) The present work indicates that the corticothalamic
loop propagation delayt0 decreases sinusoidally towards the
back of the head, with an amplitude of 3 ms. This result
agrees quantitatively and qualitatively with the predictions of
a previous investigation into split alpha peaks[10]. It is un-
clear what physiological mechanism is responsible for this
decrease, since an initial study of path lengths indicates that
the loop distance is in fact longer to the back of the head than
to the front; however, an increase in propagation velocityve,
such as that suggested by the increase in dampingge, would
lead to an increase in the corticothalamic loop velocity[20],
and would contribute to an occipital decrease in the loop
delay t0. Table I indicates that the nonuniformity int0 has a
relative amplitude of<4%.

The third aim of this work was to apply the nonuniform
model to an existing problem: explaining the phenomenon of
occipital alpha dominance, and determining its cause. Let us
first turn our attention to other studies, which have mapped
variations in alpha using various measures of cortical and
subcortical activity. For example, a study using simultaneous
recording of EEG and O15-water positron emission tomogra-
phy (PET) [15] found positive correlations between alpha
activity and blood flow through the thalamus, midbrain, and
parts of the limbic system. The study also found a negative
correlation between alpha activity and blood flow through
the occipital cortex and a portion of prefrontal cortex. In
another study[16], simultaneous EEG and functional mag-
netic resonance imaging(fMRI ) data were recorded to cor-
relate changes in alpha activity with changes in blood oxy-
genation levels throughout the brain. This study also found
alpha to be positively correlated with thalamic activity, and
negatively correlated with cortical activity, particularly oc-
cipitally. Further EEG-fMRI studies also found negative cor-
relations between occipital cortical blood oxygenation and
alpha activity[16]. However, results from such studies are
not always in agreement. For example, Larsonet al. [13] and
Lindgren et al. [14] investigated possible correlations be-
tween alpha activity and metabolic rate, using simultaneous
EEG and fluoro-deoxyglucose PET imaging. Both found a
negative correlation between thalamic metabolic rate and al-

pha activity in normal subjects, in contrast to the above stud-
ies. Neither Larsonet al. nor Lindgrenet al. recorded corre-
lations with cortical metabolic rate.

Correlative studies such as those outlined above are un-
able to distinguish between regions which actively generate
alpha, and regions in which activity is correlated with EEG
alpha but not causally linked to it[16]. The model is not
similarly constrained. We predict that the alpha rhythm is
generated in the corticothalamic loop[3], and the present
work indicates that variations in alpha power across the head
are primarily due to variations in the feedback strengths
through different parts of the loop, including the intracortical
and intrathalamic parts. Specifically, our results indicate that
occipital alpha dominance is due to a decrease in occipital
cortical gains, and an increase in occipital thalamic gains,
where an increased gain may indicate an increase in activity.
This prediction is in agreement with four of the six studies
outlined above[15,16]. We address the disagreement with
the results of Lindgrenet al. [14] and Larsonet al. [13] by
noting that PET does not have sufficient spatial resolution to
distinguish between the different thalamic nuclei[13], and
thus a gradient in thalamic activity such as the one impli-
cated by the present work cannot be reliably captured by
PET imaging; indeed, the thalamic fMRI study[16], which
has sufficient spatial resolution, is in agreement with our
results. None of the studies investigated the frequency of the
alpha peak. We reiterate our earlier conclusion[10] that the
increased alpha frequency at the back of the head arises
largely from the decreased corticothalamic delay, possibly
due to larger conduction velocity here; however, nonunifor-
mities in this parameter alone are not sufficient to account
for the observed occipital increase in alpha power. The same
mechanism was found to produce alphalike activity across
the head; we deduce that the alphalike rhythms at the front of
the head are indeed part of the same phenomenon as their
occipital counterpart.

A great advantage of the model is its ability to link EEG
activity with the underlying physiology and anatomy. Indeed,
we propose that occipital alpha dominance is largely due to
the occipital increase in thalamic cell density and concurrent
decrease in cortical connection strengths, as discussed above.
The effect is likely heightened by specific parameter changes
in the eyes-closed state; however, its dependence on neuronal
density implies that the fronto-occipital gradient is not en-
tirely dependent on brain state. However, significant occipital
variation in the spectrum is not reported for the eyes-open
state, for example. In an attempt to understand this apparent
paradox, we applied nonuniformities with the same phase
and relative amplitude to eyesopen parameters, and found
very little consequent variation in power across the brain,
apart from a frequency-independent increase towards the
back. This is most likely due to the fact that the eyes-open
state lies further from the instability boundaries than the mar-
ginally stable eyes-closed state, and so is less sensitive to
slight variations in the state parametersx, y, and z. The
model could be fitted to eyes-open data to determine whether
the phase and relative amplitudes of the nonuniformities are
the same as for eyes closed. If they were found to be similar,
we could conclude with more confidence that the nonunifor-
mities are indeed due largely to the topography of the under-
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lying anatomy; the extent of the differences would provide
an estimate of the importance of state-specific effects.

The present work has implications for the stability of the
brain. In reference to Figs. 3 and 10 we see that nonunifor-
mities place the back of the head nearer the alpha instability
boundary than the front, especially in the eyes-closed condi-
tion. Thus, for eyes closed, it would be easier to cross the
boundary into an unstable(e.g., epileptic) state from the back
of the head, and one would expect alpha-frequency seizures
to dominate here. This result may explain the occipital preva-
lence of seizures which are induced by eye closure[38–42].
Such seizures are most common in childhood, with a peak
onset at age five[39], which can be explained in the context
of the present work by the fact that children generally show
a higher amplitude alpha rhythm than adults[1].

In an application, we have shown that our spatially non-
uniform model of corticothalamic dynamics is able to quan-
titatively reproduce observed site-dependent variations in the

alpha rhythm. In particular, our results indicate that the phe-
nomenon of occipital alpha dominance can be accounted for
by low-order spatially nonuniform feedback from the corti-
cothalamocortical loop, modulated by decreased cortical ac-
tivity and increased thalamic activity in occipital regions
compared to frontal ones. The inferredparameter nonunifor-
mities agree with anatomical and physiological experiments,
and with inverse modeling of 98 subjects’ spectra. The non-
uniform model has obvious potential applications in investi-
gating diverse spatially specific phenomena, such as brain
tumors and localized epileptic seizures.
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